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Abstract

We propose a novel framework that can be
used both to address challenges in measuring
the latent positions of politicians and to as-
sess and benchmark the capabilities of gen-
erative large language models (LLMs) along
specific political dimensions. We prompt a
generative LLM to pairwise compare lawmak-
ers and then scale the resulting graph using
the Bradley-Terry model. We estimate novel
measures of U.S. senators’ positions on liberal-
conservative ideology, gun control, and abor-
tion rights. Our liberal-conservative scale, used
to validate LLM-driven scaling, strongly cor-
relates with existing measures and offsets in-
terpretive gaps, suggesting LLMs synthesize
relevant data from the internet and digitized me-
dia rather than memorizing existing measures.
Our gun control and abortion rights measures—
the first of their kind—differ from the liberal-
conservative scale in face-valid ways and pre-
dict interest group ratings and legislator votes
better than ideology alone. We compare results
across multiple LLMs and demonstrate that the
pairwise comparison method can also be used
to evaluate the capabilities of LLMs.

1 Introduction

This paper outlines a novel framework to address
challenges in measuring the latent positions of law-
makers along specified dimensions using genera-
tive large language models (LLMs). The frame-
work can also be used to compare and benchmark
the capabilities of generative LLMs along these
dimensions.

Measuring latent positions along specific polit-
ical or policy domains reduces the dimensional-
ity of lawmakers’ complex actions and stances to
a low-dimensional scale. When combined with
other data, these measures can be used to poten-
tially assess core democratic functions, such as how
well lawmakers represent their constituents (see,
e.g., Ansolabehere et al., 2001; Gerber and Lewis,

2004; Bartels, 2009; Thomsen, 2017; Caughey and
Warshaw, 2018) and how position-taking occurs
outside of roll call voting (see, e.g., Highton and
Rocca, 2005; Boudreau et al., 2019; Russell, 2021).

While there is broad agreement that lawmakers
have positions in the space of ideology and other
issue-specific dimensions, we cannot directly ob-
serve these positions—they exist in latent space
and must be estimated. Behavior-based estimates
commonly use roll call votes to measure revealed
preferences constrained by the legislative agenda
(Poole and Rosenthal, 1985; Poole, 2005; Carroll
et al., 2009). Other behaviors, such as news me-
dia sharing (Eady et al., 2020), can also be used
to estimate ideology. Liberal-conservative mea-
sures based on campaign contributions (Bonica,
2014) assume ideological homophily in donations
and are based on perceptions of the contributors.
Each of these measures captures a different facet of
liberal-conservative ideology in a different context.
Interpretive gaps can occur either from modeling
assumptions or a lack of relevant data.

These approaches reduce the dimensionality of
a complex political space to a single left-right di-
mension but do not reveal lawmakers’ positions on
specific issues. Positions on issues like gun control
and abortion are difficult to measure using existing
scaling approaches due to an absence of relevant
data. For example, roll call votes cannot be used
to measure stances on gun control because most
sessions of Congress lack votes on this issue.

Generative LLMs are trained on massive cor-
pora of internet and digitized media text, embed-
ding information about politics, position-taking,
and widely-held perceptions as reported by jour-
nalists and other content publishers. We propose
leveraging this embedded information by prompt-
ing a generative LLM to compare politicians on a
relevant dimension. Specifically, we use GPT-3.5
(Brown et al., 2020), Llama 2 13B, and Llama 2
7B (Touvron et al., 2023) to pairwise compare the



senators of the 116th U.S. Congress along three di-
mensions: liberal-conservative ideology, support of
gun control, and support of abortion rights. We then
use the Bradley-Terry model (Bradley and Terry,
1952) to estimate a unidimensional scale measuring
latent political positions, which we call Language
Model Pairwise comparison (LaMP) scores.

We also demonstrate how the framework can be
used to compare, evaluate, and better understand
the capabilities of LLMs in handling complex and
often contentious concepts such as ideology.

Liberal-conservative ideology has been exten-
sively studied in the U.S. national legislature, pro-
viding a widely accepted and well-validated set of
measures by which we can validate LLM-driven
scaling and better understand its strengths. It also
provides us with a set of measures to benchmark
and compare the capabilities of LLMs against. The
gun control and abortion rights scales derived using
the same approach have not been estimated in the
literature because of a lack of data on the senators’
behaviors and perceptions on these issue areas.

In summary, we find that LLMs, when prompted
with pairwise comparisons, can be used to estimate
novel scales that cannot be estimated using existing
measurement methods. We also observe differ-
ences in LaMP scores across different LLMs. For
example, we find that LaMP scores estimated us-
ing our largest model, GPT-3.51, align more closely
with human perceptions of ideology. Our pairwise
scaling framework provides a more comprehensive
understanding of legislative behaviors and policy
preferences and offers a new approach to evaluating
and benchmarking the capabilities of LLMs.

2 Related Work

Our method is situated in a rapidly growing litera-
ture on using generative LLMs for social science
applications. These works have studied how gen-
erative LLMs can be used for labeling purposes
(Törnberg, 2023; Gilardi et al., 2023), analyzing
text along psychological constructs (Rathje et al.,
2023), reducing the divisiveness of online conver-
sations (Argyle et al., 2023), and generating artifi-
cially politically extreme responses (Bisbee et al.,
2023). Most of these works focus on generating
answers about one item at a time and studying how
the LLM’s answers differ across items. On the
other hand, our method examines how the LLM

1Although the exact number of parameters is unknown,
GPT-3.5 is based on a 175B parameter model.

compares pairs of items and what novel continuous
measures can be derived using the LLM’s answers.

Pairwise comparisons have been extensively
used in the social sciences, especially when measur-
ing complex concepts such as congressional grand-
standing (see, e.g., Loewen et al., 2012; Carlson
and Montgomery, 2017; Benoit et al., 2019; Park,
2021). Pairwise comparisons have also been used
to improve annotations of data (see, e.g., Bruyne
et al., 2021; Narimanzadeh et al., 2023). In these
papers, pairwise comparisons are made using hu-
man annotators.

Recent works have also explored prompting
LLMs with pairwise comparisons. Qin et al. (2024)
propose using LLMs to rank documents through
an approach they call pairwise ranking prompt-
ing. Similarly, works such as Gao et al. (2023),
Li et al. (2023), Chen et al. (2023), and Liusie et al.
(2024), use pairwise comparisons with LLMs for
natural language generation and summarization as-
sessment. Unlike our framework, these approaches
focus on ranking texts rather than estimating latent
continuous scores. They also evaluate the quality
of generated texts rather than how the LLM handles
complex and contentious topics.

Our approach to scaling also speaks to a vast
body of work on ideological scaling and ideal
point estimation (see, e.g., Poole and Rosenthal,
1985, 1997; Heckman and Snyder, 1997; Martin
and Quinn, 2002; Clinton et al., 2004; Slapin and
Proksch, 2008; Carroll et al., 2009; Shor and Mc-
Carty, 2011; Lowe and Benoit, 2013; Bonica, 2014;
Barberá, 2015; Temporão et al., 2018; Wu et al.,
2019; Rheault and Cochrane, 2020; Eady et al.,
2020; Hopkins and Noel, 2022; Duck-Mayr and
Montgomery, 2023). Estimation of ideology and
stance has usually focused on behavior, such as
how lawmakers vote in roll call votes or what spe-
cific words Twitter users use in tweets; alternative
measures have focused on the perceptions of law-
makers, such as campaign donations, following-
follower behavior on Twitter, and political activists’
opinions. Our approach uses the embedded knowl-
edge and analytical capabilities of LLMs, elicited
through pairwise comparisons, about lawmakers’
ideologies and their stances on public policy issues
such as gun control and abortion to estimate scales
of these latent dimensions of politics and policy.

O’Hagan and Schein (2024) have concurrent
work using LLMs to estimate senators’ ideologies.
Instead of pairwise comparisons, they use individ-
ual prompts to score each senator’s ideology. This



approach requires contending with issues related
to scaling, anchoring, and ordering of the prompts.
The next section details the advantages of pairwise
comparison prompts over individual prompts.

3 The Pairwise Comparison Framework

We propose a framework for placing lawmakers
along specific latent dimensions. The framework is
conceptually simple and flexible for a wide range
of applications. We use prompts with a generative
LLM to make pairwise comparisons of all pairs of
lawmakers along a specific issue (e.g., who is more
supportive of gun control). The outcomes of these
pairwise comparisons are then scaled using the
Bradley-Terry model (Bradley and Terry, 1952).

The Bradley-Terry model assumes that in a con-
test between two players i and j, the odds that i
beats j in a matchup are αi/αj , where αi and αj

are positive-valued parameters that indicate latent
“ability.” Defining αi ≡ exp(λi), the log-odds of
i beating j is log

[
Pr(i beats j)
Pr(j beats i)

]
= λi − λj . Intu-

itively, the larger the value of λi relative to λj , the
more likely it is that player i will beat player j. We
translate this into a contest between two lawmakers
regarding who is more conservative, more likely to
support gun control, etc.

More specifically, our framework is as follows.

1. Let xi,j be the pairwise comparison prompt
between lawmakers i and j along a specific
dimension (ideology, gun control, etc.)

2. Generate a token sequence si,j using an LLM
with parameters θ by si,j ∼ pθ (s|xi,j)

3. Use a deterministic mapping function g (si,j)
to extract from si,j whether lawmaker i or j
is, for example, more conservative

4. After calculating g (s) for all pairs of law-
makers, scale the responses using the Bradley-
Terry model

We use a deterministic mapping function to ex-
tract the LLM’s answer in each response. We find
that extracting the answer, rather than limiting the
LLM to returning only the lawmaker’s name with
no other text, reduces issues such as ordering ef-
fects (i.e., which senator is named first). Previous
works have also found that prompting LLMs to be
concise can lower accuracy (Deng et al., 2024). In
our applications, we use GPT-3.5 as the determin-
istic mapping function to extract the name of the
lawmaker from each si,j . The Appendix details the
prompts used. The Bradley-Terry model estimates

are also rescaled to the unit interval, removing their
dependence on a reference category.

Pairwise comparisons offer many advantages.
First, we can adjust the prompt’s wording to con-
trol what concept we are measuring. Second, they
simplify the process by presenting only one task per
prompt. Prompting LLMs to rank multiple items
often yields incomplete rankings. Third, pairwise
comparisons offer better interpretability. Another
approach would be to directly prompt the LLM to
return a number on a scale (see, e.g., O’Hagan and
Schein, 2024). However, there are anchoring issues
with the scores generated. Although we can keep
all individual scoring prompts in the same “con-
versation” (context) to obtain relative scores, there
are ordering biases with the prompts using this ap-
proach. Lastly, pairwise comparison outcomes can
be compared across different LLMs.

3.1 Uncertainty
We quantify both the uncertainty of the Bradley-
Terry model estimates and the pairwise compar-
isons themselves. For inference of Bradley-Terry
model estimates, we use quasi-standard errors.
Quasi-standard errors are reference-free and are
comparable across all items (Firth and De Menezes,
2004). The bars shown in the graphs throughout
the paper are 95% confidence intervals based on
these quasi-standard errors.

Building on previous work from Kuhn et al.
(2023) and Scherrer et al. (2023), we develop an
entropy-based metric to measure the uncertainty in
the LLM’s responses for each pairwise compari-
son. This is used to analyze if answers are more
consistent as the pairwise comparisons are more
“obvious” (e.g., comparing a very conservative Re-
publican senator with a very liberal Democratic
senator). Let ri,j,i be the event where lawmaker i is
chosen to be more conservative than lawmaker j in
a pairwise comparison, and let xi,j be the matchup
prompt between lawmakers i and j. Then, the
likelihood that the LLM pθ picks lawmaker i over
j is pθ(ri,j,i|xi,j) =

∑
s∈c(ri,j,i,xi,j)

pθ (s|xi,j),
where c (ri,j,i, xi,j) is the set of all token se-
quences that are semantically equivalent in en-
coding i as more conservative than j. The en-
tropy function is then defined as Hθ [Ri,j |xi,j ] =∑

k∈{i,j}−pθ (ri,j,k|xi,j) log (pθ (ri,j,k|xi,j)).
However, this entropy function is intractable, as

we cannot calculate the set of all token sequences
that are semantically equivalent in encoding, for
example, i as more conservative than j. Instead,



we sample M token sequences {si,j,1, ..., si,j,M}
from the LLM by si,j,k ∼ pθ(s|xi,j). We then
use the deterministic mapping function g (si,j) to
determine if lawmaker i or j is more conservative.
The likelihood is estimated using p̂θ (ri,j,i|xi,j) =
1
M

∑M
k=1 1 [g (si,j,k) = ri,j,i]. We can then plug in

this estimated likelihood to calculate the entropy.

4 Estimating the Latent Positions of
Senators of the 116th U.S. Congress

We use GPT-3.5 and Llama 2 to make pairwise
comparisons about liberal-conservative ideology,
gun control, and abortion for the senators of the
116th U.S. Congress, which was the Congress in
session from 2019 to 2021. We use the liberal-
conservative ideology scale to better understand
the strengths of LaMP scores and compare the ca-
pabilities of the LLMs. The gun control scale and
abortion rights scale demonstrate how we can use
the approach to estimate novel issue-specific scales.

There are 5,151 pairwise comparisons across
all senators in the 116th Congress for each scale.
To estimate the entropy in pairwise comparisons,
we repeated the set of pairwise comparisons three
times for each measure. Separately, to analyze
the consistency in scores, we estimated the LaMP
scores for each set of comparisons and analyzed
their correlations. The correlations are reported in
the Appendix. The LaMP scores in the following
results use the outcomes of pairwise comparisons
from all three iterations. We used default hyperpa-
rameters (e.g., temperature) for all LLMs.

4.1 Ideology LaMP Scores
The LLM selected the more conservative sena-
tor in each pairwise comparison. This intuitively
places more conservative senators on the right
side of the scale and more liberal senators on the
left side. The scores are called Ideology LaMP
scores. We used the following prompt: Based on
past voting records and statements, which
senator is more conservative: [senator
1] ([senator 1 party abbrev]-[senator 1
state abbrev]) or [senator 2] ([senator 2
party abbrev]-[senator 2 state abbrev])?
The Appendix contains further details about the
prompts used.

4.1.1 Ideology LaMP scores highly correlate
with DW-NOMINATE

DW-NOMINATE (Dynamic, Weighted NOMINAl
Three-step Estimation) is a multidimensional scal-

ing approach that uses roll call voting patterns to
estimate the ideological positions of legislators
(Poole and Rosenthal, 1985, 1997; Poole, 2005;
Carroll et al., 2009). It is the most widely used mea-
sure of legislator ideology (Caughey and Schickler,
2016). The first dimension of DW-NOMINATE
is interpreted as the liberal-conservative contin-
uum in United States politics (Poole and Rosenthal,
1997). Figure 1 compares the first dimension of
DW-NOMINATE against Ideology LaMP scores
estimated using GPT-3.5.

Table 1 reports the correlations between Ideol-
ogy LaMP scores estimated using different LLMs
and the first dimension of DW-NOMINATE. While
correlations are high across the LLMs, the cor-
relations, especially when looking at the parties
individually, fall as the model size decreases.

Model All Dems GOP
GPT-3.5 0.97 0.84 0.65

Llama 2 13B 0.96 0.77 0.64
Llama 2 7B 0.91 0.60 0.25

Table 1: Correlations between Ideology LaMP scores
estimated using different LLMs and the first dimension
of DW-NOMINATE.

4.1.2 Ideology LaMP scores do not simply
parrot DW-NOMINATE

Figure 1 illustrates interesting patterns in GPT-3.5’s
Ideology LaMP scores. Notably, our method esti-
mates Joe Manchin to be more conservative than
Susan Collins. This placement intuitively makes
sense: for example, Manchin is pro-life, while
Collins is pro-choice. In contrast, there is no over-
lap between senators of opposing parties in the first
dimension of DW-NOMINATE.

Looking at the extremes also indicates that GPT-
3.5 is not merely recalling DW-NOMINATE. DW-
NOMINATE ranks Elizabeth Warren and Kamala
Harris as the most liberal senators, whereas Ide-
ology LaMP scores identify Bernie Sanders and
Warren as the most liberal. This aligns with politi-
cal activists’ views, who also named Sanders and
Warren as the most liberal senators (Hopkins and
Noel, 2022). Sanders’ placement towards the cen-
ter in DW-NOMINATE stems from his occasional
votes against the Democratic Party (Duck-Mayr
and Montgomery, 2023), while LaMP scores likely
reflect his left-leaning positions as highlighted in
roll call votes, news articles, and statements.

When comparing the ordinal rankings of DW-



Figure 1: First Dimension of DW-NOMINATE vs. Ideology LaMP scores estimated using GPT-3.5. Democratic
senators are in blue, Republican senators are in red, and Independent senators are in green.

NOMINATE and Ideology LaMP scores, senators
differed, on average, by 8.31 positions. Nine of
the 10 senators with the largest differences in or-
dinal rankings are Republicans. These differences
appear to be shaped by their public stances regard-
ing Donald Trump. For example, Lindsey Graham,
who strongly supports Trump, is ranked as the 45th
most conservative Republican by DW-NOMINATE
but 11th by LaMP scores. Again, DW-NOMINATE
would not capture these public stances.

The Ideology LaMP scores estimated with
Llama models lack some of the face validity seen
with GPT-3.5. For instance, Llama 2 7B places
Sanders towards the center, and Llama 2 13B ranks
centrist Republican Lisa Murkowski in the middle
of Republicans. In other words, scores estimated
using smaller models miss nuances captured by our
largest model. The Appendix contains plots of the
Llama-based Ideology LaMP scores.

4.1.3 LaMP scores also highly correlate with
other measures of ideology

We compare Ideology LaMP scores with two al-
ternative measures of ideology from the political
science literature that are based on the perceptions
of the senators. The first is perceived ideology
scores (Hopkins and Noel, 2022), which are esti-
mated using the Bradley-Terry model with politi-
cal activists’ answers to pairwise comparisons of
senators. These scores reflect how these activists
perceive politicians, which can differ from how
politicians view themselves ideologically.

The second is Campaign Finance Scores (Bon-
ica, 2014), or CFscores, which are a measure of

the ideologies of politicians, donors, and interest
groups. CFscores are estimated using a network
that links all individual contributors to all political
candidates who received donations. It assumes that
individuals choose to give to candidates close to
them in a latent ideological space. Put another way,
it measures ideology based on the donors’ percep-
tions of lawmakers.

Table 2 shows correlations across the three
LLMs and across all senators, only Democrats,
and only Republicans. Ideology LaMP scores esti-
mated using GPT-3.5 generally have higher corre-
lations with these two measures of ideology com-
pared to the Llama-based scores. Ideology LaMP
scores estimated using Llama 2 13B have higher
correlations with CFscores compared with the other
two LLMs. It suggests that Ideology LaMP scores
estimated using different LLMs may highlight dif-
ferent aspects of ideology.

Party Model Perc. Ideo. CFscores
All GPT-3.5 0.94 0.93
All Llama 2 13B 0.90 0.94
All Llama 2 7B 0.87 0.91

Dems GPT-3.5 0.81 0.39
Dems Llama 2 13B 0.68 0.51
Dems Llama 2 7B 0.61 0.43
GOP GPT-3.5 0.79 0.20
GOP Llama 2 13B 0.50 0.25
GOP Llama 2 7B 0.35 0.09

Table 2: Correlations between Ideology LaMP scores
estimated using different LLMs and two perceptions-
based measures of ideology: perceived ideology scores
(perc. ideo.) and CFscores.



We also calculated partial correlations between
Ideology LaMP scores and DW-NOMINATE, per-
ceived ideology scores, and CFscores. We calcu-
lated each partial correlation controlling for the
other two measures of ideology. These results are
in the Appendix.

Across the three LLMs, correlations and partial
correlations suggest that no single existing measure
of ideology fully explains Ideology LaMP scores.
Instead, the results indicate that Ideology LaMP
scores reflect a measure of ideology based on both
behaviors and perceptions of the senators.

4.1.4 Ideology LaMP scores better predict
human evaluations of ideology

We use linear regression analyses to compare the
effectiveness of Ideology LaMP scores and DW-
NOMINATE in capturing human perceptions of po-
litical ideology. We calculate the proportion of vari-
ance explained (R2) in perceived ideology scores
using a full model with both DW-NOMINATE and
Ideology LaMP scores as predictors and two re-
duced models, each with only one of the predictors.
Comparing the R2 values of the full and reduced
models reveals the explanatory power lost when
omitting either predictor.

When we exclude Ideology LaMP scores esti-
mated using GPT-3.5 from the full model, R2 drops
42% when the data is limited to Republican sen-
ators, 23% when limited to Democratic senators,
and 7% when including all senators. In contrast,
dropping DW-NOMINATE only reduces R2 by
3% for Republican senators, 0% for Democratic
senators, and 0% for all senators. Partial F-tests
support these findings: across all senators, Demo-
cratic senators, and Republican senators, partial
F-tests indicate significant differences (p < .0001
for all p-values) when comparing the full model
to the reduced model with only DW-NOMINATE,
but no significant differences (p > .16 for all
p-values) when comparing the full model to the
reduced model with only Ideology LaMP scores.
These results indicate that Ideology LaMP scores
are a stronger predictor of human evaluations of
ideology than DW-NOMINATE.

However, DW-NOMINATE better predicts hu-
man evaluations of ideology compared to the
Llama-based Ideology LaMP scores. This indicates
that the larger LLM captures nuances of ideology
that align more closely with human evaluations.

4.1.5 Smaller LLMs have higher average
entropy

Figure 2 plots the entropy of each pairwise compar-
ison using the three LLMs against the difference in
Ideology LaMP scores within each pairwise com-
parison. We find that entropy decreases for all
LLMs as the difference in Ideology LaMP scores
increases within each pairwise comparison. This
indicates greater consistency in responses as the
senators are farther apart on the ideology scale. The
smoothed line is a generalized additive model with
a cubic regression spline. We find that as the size of
the language model decreases, the average entropy
increases and the rate at which entropy decreases
becomes slower.

Figure 2: Entropy of ideology pairwise comparisons
across the three LLMs.

4.2 Gun Control LaMP Scores

In each pairwise comparison, the LLM selected
the senator more supportive of gun control. The
prompt used was the following: Based on past
voting records and statements, who is more
likely to support gun control: [senator
1] ([senator 1 party abbrev]-[senator 1
state abbrev]) or [senator 2] ([senator 2
party abbrev]-[senator 2 state abbrev])?.

4.2.1 Gun Control LaMP scores differ from
Ideology LaMP scores

The Gun Control LaMP scores of all senators es-
timated using GPT-3.5 are illustrated in Figure 3.
All versions of Gun Control LaMP scores, whether
estimated using GPT-3.5, Llama 2 7B, or Llama
2 13B, capture the partisan divide on this issue:
all Republicans are placed on the left side of the
scale and all Democrats are placed on the right side.
Llama-based scores are illustrated in the Appendix.



Figure 3: Gun Control LaMP scores of senators esti-
mated using GPT-3.5 with 95% confidence intervals
based on quasi-standard errors. Democrats are in blue,
Republicans are in red, and Independents are in green.

Comparing Gun Control LaMP scores with Ide-
ology LaMP scores further suggests the face va-
lidity of the former. For example, Ideology LaMP
scores place Mark Kelly as a centrist Democrat, but
Gun Control LaMP scores place him as one of the
strongest gun control supporters. This aligns with
his outspoken advocacy for gun control following
the attempted assassination of his wife, former rep-
resentative Gabby Giffords. On the other hand,
Bernie Sanders, the most liberal Democratic sen-
ator based on Ideology LaMP scores, is placed in
the middle among the Democratic senators on this
issue-specific scale. Sanders often treads carefully
on the issue of gun control, reflecting his support
of Vermont hunting traditions. Pat Toomey, placed
in the middle of the Republicans based on Ideol-
ogy LaMP scores, is placed as the Republican most
supportive of gun control. Toomey has supported
background checks and state red flag laws. These
patterns held true across all three LLMs used to
estimate the Gun Control LaMP scores.

4.2.2 Gun Control LaMP scores predict
Republican votes on the 2022 Bipartisan
Safer Communities Act

To evaluate the scale’s external validity, we pre-
dict Republican votes on the 2022 Bipartisan Safer
Communities Act, which was passed in June 2022.
This falls outside GPT-3.5’s pretraining cutoff of
September 2021; however, it is within Llama 2’s
pretraining, which has a cutoff of September 2022.

15 Republican senators voted alongside all
Democratic senators; we excluded Democratic sen-

ators’ votes. Table 3 shows the coefficients of a
logistic regression predicting Republican votes on
the bill using Gun Control LaMP scores estimated
using GPT-3.5, DW-NOMINATE, and each sena-
tor’s last National Rifle Association (NRA) grade
up until 2020. The NRA assigns grades to each
senator based on their votes on gun control bills
and their expressed gun control opinions.2 The
Gun Control LaMP scores are the only statistically
significant predictor of Republican votes on the bill.
However, Llama-based Gun Control LaMP scores
are not statistically significant predictors using the
same logistic regression specification.

Voted Yea

Gun Control LaMP scores 19.6∗∗

DW-NOMINATE −12.0
NRA grades −0.03
Constant 5.0

Table 3: Logistic regression predicting Republican votes
(n = 45) on the 2022 Bipartisan Safer Communities
Act using the Gun Control LaMP scores estimated using
GPT-3.5, the first dimension of DW-NOMINATE, and
NRA grades as predictor variables. ∗∗ indicates p < .01;
all other p-values > .05.

4.2.3 Entropy of Gun Control LaMP Scores
Figure 4 plots the entropy of each pairwise compar-
ison using the three LLMs against the difference
in Gun Control LaMP scores within each pairwise
comparison. We find that as the difference in Gun
Control LaMP scores increases within each pair-
wise comparison, entropy decreases for all LLMs,
indicating greater consistency in responses. Again,
the smoothed line is a GAM with a cubic regression
spline. We again find that as the size of the LLM
decreases, the average entropy increases and the
rate at which entropy decreases becomes slower.

4.3 Abortion Rights LaMP Scores
To estimate the Abortion Rights LaMP scores, we
identified the more pro-choice (or pro-life) sena-
tor in each matchup using an LLM. The validation
outcomes largely follow the same patterns of vali-
dation for the Gun Control LaMP scores. Complete
details of the Abortion Rights LaMP scores valida-
tion can be found in the Appendix.

The Abortion Rights LaMP scores reflect the
partisan divide on the issue. Scores estimated us-

2Additional analyses on how well Gun Control LaMP
scores predict NRA grades are in the Appendix.



Figure 4: Entropy of gun control pairwise comparisons
across the three LLMs.

ing GPT-3.5 identify some overlap between the
parties across pro-choice Republicans and pro-life
Democrats. However, the smaller Llama models
lack the nuance of the larger GPT-3.5 model in
estimating latent positions, either misidentifying
senators’ stances or perfectly splitting the parties.

No standalone legislation on abortion was passed
in the time period after the pretraining data for our
LLM models of interest. We do find that the GPT-
3.5-based Abortion Rights LaMP scores are a better
predictor of NARAL (a pro-choice interest group)
grades than DW-NOMINATE, but this does not
hold true for Llama-based scores.

5 Discussion and Conclusion

Our findings suggest that generative large language
models can be useful for measuring the latent po-
sitions of lawmakers, especially on specific issues
such as gun control and abortion. We find that,
across three LLMs of different sizes, the LLMs
are not hallucinating in pairwise comparisons and
the LLMs are not simply parroting existing scales
such as DW-NOMINATE or interest group ratings.
In other words, pairwise comparisons with LLMs,
even of different sizes, yield sensible scales of law-
makers along ideology and specific issues. Our
evidence is consistent with the idea that LLMs syn-
thesize a great deal of information about lawmak-
ers to evaluate latent constructs in predictable and
sensible ways, agreeing with existing scales and
predicting lawmaker behaviors such as votes.

We find that LaMP scores can provide a clearer
understanding of lawmakers’ ideologies, especially
in cases where traditional measures struggle with
behaviors that violate the assumptions of the un-
derlying measurement model, such as when law-

makers vote against their own party for ideological
reasons. It also means we can use LLMs with
pairwise comparisons to estimate novel measures
along specific political or policy dimensions, such
as support for gun control or abortion rights, that
could not be estimated using conventional scaling
methods because of an absence of data related to
behaviors or perceptions of the lawmakers.

At the same time, our approach can also be
used to compare and benchmark LLMs. Pairwise
comparisons force the LLM to evaluate specific at-
tributes or preferences between two options rather
than recalling a memorized label from its training
data. This approach also enables more fine-grained
distinctions, helping us better understand the sub-
tleties in how the model evaluates items, especially
on complex or contentious issues. Across ideology,
gun control, and abortion rights, we find that the
largest LLM we evaluate, GPT-3.5, yields estimates
that better correlate with existing measures of ideol-
ogy, better predict human evaluations of ideology,
better predict out-of-sample votes on legislation,
have better face validity, and are more consistent
in repeated iterations compared with Llama 2 7B
and Llama 2 13B.

Our current application is to American politics
at the federal level; future work will extend the
method to settings outside of the U.S., such as
estimating the ideology of legislators in parliamen-
tary systems where members of parliament vote
strictly along party lines. However, a challenge
arises when we shift away from the very populous
and media-rich United States, which is also the
home country of the LLMs analyzed in this pa-
per, and also potentially away from the English
language: the LLMs may not have enough infor-
mation about every member of parliament. In such
cases, a solution could be to pairwise compare text
produced by individual legislators, such as cam-
paign materials or tweets. Future work will also
look at how our approach can be used to automati-
cally evaluate whether the LLM’s scaling of con-
cepts of interest aligns with human judgments both
within and outside the domain of politics, which
has potential extensions to alignment research. In
short, our pairwise comparison framework holds
significant prospective contributions for both social
sciences and natural language processing.



Limitations

As discussed in Section 5, our application concerns
United States senators. Senators are widely cov-
ered and discussed in the media and the political
science literature. Consequently, there is extensive
information about them and their political positions
in the LLMs’ training corpora. We have not tried
this approach with state or local politicians nor
have we tried this approach with politicians outside
the United States. In both cases, there may be sig-
nificantly less information about these politicians
in the training data for LLMs. This may result
in greater hallucinations in the pairwise compar-
isons. We have ongoing work that examines how
the entropy metric used in this paper can detect
higher levels of model uncertainty in pairwise com-
parisons when there is less information available
about the politicians or items of interest.

Relatedly, we make pairwise comparisons in En-
glish, the language LLMs are strongest in (Zhang
et al., 2023). It is unknown how well pairwise com-
parisons, both within and outside of the domain
of ideology and latent position estimation, would
work in settings outside of English.

Another limitation of the paper is that we rely on
black box LLMs to assess pairwise comparisons.
Consequently, we do not know what sources the
LLMs are “relying” on to generate their answers to
pairwise comparisons. The responses to the pair-
wise comparisons always come with an explana-
tion; however, the LLM may use the answer as con-
text to generate the explanation. Recent work by
Anthropic on extracting interpretable features from
LLMs is likely a fruitful path to better understand-
ing how LLMs respond to pairwise comparisons
(Templeton et al., 2024).

We also use the LLMs out-of-the-box: they were
not fine-tuned on any additional data. Thus, the re-
sponses depend on the type of data the model was
pre-trained on and the cutoff date of the data. Possi-
bilities for future work can involve fine-tuning the
model or using recent techniques such as retrieval-
augmented generation to expand the knowledge
base of the LLM (Lewis et al., 2020).

We have also not used Llama 2 70B, one of the
most advanced open models available, because of
resource constraints. Quantizing the weights of
Llama 2 70B yielded poor performance in pairwise
comparisons. In future work, we hope to acquire
more computational resources that will allow us to
use Llama 2 70B.

Ideology and issue positions are not static mea-
sures. They can evolve over time. In this paper,
we do not specify a time period to make pairwise
comparisons. Ongoing work looks at how limit-
ing pairwise comparisons to a specific timeframe
can capture the evolution of ideological and issue
positions over time.

Lastly, we have not experimented with how the
outcomes of pairwise comparisons would change if
using different but semantically equivalent prompts.
This adds another dimension of uncertainty to the
outcomes of pairwise comparisons. In this paper,
we developed prompts that would generate mean-
ingful responses from the LLMs. For example,
without including the “Based on past voting records
and statements” part of the prompt, GPT-3.5 would
often not generate responses to pairwise compar-
isons. We also included state and party information
for each senator in the prompts to avoid poten-
tial ambiguities with other federal, state, or local
politicians with the same names. We will study
how closely LaMP scores correlate using different
but semantically equivalent pairwise comparison
prompts in future work.
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A Appendix

A.1 Additional Notes about the Senators of
the 116th U.S. Congress

We obtained the list of senators from Voteview
(Lewis et al., 2021). We kept Martha McSally (R-
AZ) and Kelly Loeffler (R-GA) on the list of sena-
tors. Martha McSally was appointed to the Senate
following interim Senator Jon Kyl’s resignation.
She then ran in Arizona’s special election to finish
the remainder of the Senate term but lost to Mark
Kelly. Similarly, Kelly Loeffler was appointed to
the Senate following Johnny Isakson’s resignation
for health reasons at the end of 2019.

A.2 Pairwise Comparison Prompts

A.2.1 Ideology LaMP Scores
We inputted the following prompt into the LLMs
for matchups between Democratic senators and
matchups between a Democratic senator and a Re-
publican senator:

Based on past voting records and
statements, which senator is more
liberal: [senator 1] ([senator
1 party abbrev]-[senator 1 state
abbrev]) or [senator 2] ([senator
2 party abbrev]-[senator 2 state
abbrev])?

For matchups between Republican senators, we
used a similar prompt:

Based on past voting records
and statements, which
senator is more conservative:
[senator 1] ([senator 1 party
abbrev]-[senator 1 state abbrev])
or [senator 2] ([senator 2
party abbrev]-[senator 2 state
abbrev])?

We changed the wording for matchups between
Republican senators strictly because of a quirk of
the LLMs (and illustrative of their inability to “rea-
son” about politics): when asked which senator
in each pair is more liberal when comparing two
conservative Republicans, the LLM would often
generate a response that states neither senator is
“more liberal” because they are both conservative
Republicans.

While we used the “more liberal” prompt when
comparing a Democratic senator and a Republican
senator, we also ran pairwise comparisons using
GPT-3.5 with the “more conservative” prompt in-
stead when comparing a Democratic senator and a
Republican senator. We found that the two Ideol-
ogy LaMP scores correlated at 0.997.

A.2.2 Gun Control LaMP Scores
We did not use different prompts depending on
the pairwise comparison type; all pairwise com-
parisons on gun control used the same prompt as
described in the main text.

A.2.3 Abortion Rights LaMP Scores
To analyze the senators of the 116th Congress
specifically for support of abortion rights, we used

https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/2304.06588
https://arxiv.org/abs/2304.06588
https://arxiv.org/abs/2304.06588
https://doi.org/10.18653/v1/2020.emnlp-demos.6
https://doi.org/10.18653/v1/2020.emnlp-demos.6
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the following prompt for matchups between Demo-
cratic senators and matchups between a Democratic
senator and a Republican senator.

Based on past voting records
and statements, which
senator is more pro-choice:
[senator 1] ([senator 1
party-abbrev]-[senator 1 state
abbrev]) or [senator 2] ([senator
2 party abbrev]-[senator 2 state
abbrev])?

For matchups between Republican senators, we
used a similar prompt:

Based on past voting records and
statements, which senator is more
pro-life: [senator 1] ([senator
1 party-abbrev]-[senator 1 state
abbrev]) or [senator 2] ([senator
2 party abbrev]-[senator 2 state
abbrev])?

Again, we changed the wording for matchups
between Republican senators because the LLMs
would often not compare two Republican senators
on a pro-choice comparison basis. It would usu-
ally only make a pairwise comparison when asked
which Republican senator is more pro-life.

A.3 The Deterministic Mapping Function

For each pairwise comparison prompt, the LLM
returns a paragraph explaining its choice rather
than returning only the name of the senator. For
example, in a comparison between Ed Markey and
Cory Booker on ideology, GPT-3.5 returned this
answer:

Based on past voting records and state-
ments, Ed Markey (D-MA) has generally
been considered more liberal than Cory
Booker (D-NJ).

Ed Markey is known for his progressive
stances on various issues such as climate
change, renewable energy, and health-
care. He co-authored the Green New
Deal resolution, a comprehensive plan to
address climate change and create jobs.
Markey has also been a vocal advocate
for net neutrality, consumer protection,
and stricter gun control laws. His vot-
ing record reflects consistent support for

liberal causes and aligns with the Demo-
cratic Party’s progressive wing.

Cory Booker, on the other hand, is of-
ten seen as a moderate within the Demo-
cratic Party. While he has supported lib-
eral policies and causes, such as crimi-
nal justice reform and affordable hous-
ing, his stance has occasionally been
more moderate than that of Ed Markey.
Booker has emphasized issues related to
economic inequality, racial justice, and
expanding access to education. How-
ever, his positions on certain issues, such
as healthcare, have been more centrist
compared to some other progressive sen-
ators. It’s important to note that political
stances can evolve over time, and individ-
ual senators may take different positions
on different issues. Therefore, it’s always
a good idea to refer to the most recent
information and statements from the sen-
ators themselves to get the most accurate
understanding of their current positions.

From the above, we need to extract the name of the
more liberal (or conservative) senator. The func-
tion used to extract the name is what we call the
deterministic mapping function, described in step
3 of the pairwise comparison framework detailed
in Section 3.

The deterministic mapping function used was a
prompt made to GPT-3.5 containing the text and
a query on which senator from the given text was
more liberal/conservative, more supportive of gun
control, or more pro-choice/pro-life.

Punctuation and titles (such as “Senator” at the
beginning of the name) were automatically re-
moved using a Python function. Answers that devi-
ate from names or “Tie” were manually fixed. We
also manually reviewed a sample of the answers
that were given. There were occasional mistakes
in the names extracted from the answers, but there
did not appear to be a pattern in the mistakes. We
also found that these mistakes were not repeated in
repeated iterations of matchups.

A.3.1 Ideology LaMP Scores
If the pairwise comparison was based on who was
more liberal, we extracted the name of the more
liberal senator using the following prompt concate-
nated with the text returned from the LLM:

In the above Text, who is



described to be the more liberal,
more progressive, or less
conservative senator: [senator
1] or [senator 2]? Return
only the full name without party
affiliation or state information.
If one senator is described
as more conservative, return
the other senator’s name. If
one senator is described as
more moderate, return the other
senator’s name. If neither
senators are described to be more
liberal, more progressive, less
conservative, more conservative,
or more moderate, reply with
“Tie.”

For matchups where we prompt the LLM to re-
turn the name of the more conservative senator, we
concatenate that answer with the following text:

In the above Text, who is
described to be the more
conservative or less liberal
senator: [senator 1] or [senator
2]? Return only the full
name without party affiliation or
state information. If one senator
is described as more liberal,
return the other senator’s name.
If one senator is described as
more moderate, return the other
senator’s name. If neither
senators are described to be more
conservative, less liberal, more
liberal, or more moderate, reply
with “Tie.”

A.3.2 Gun Control LaMP Scores
We concatenate the LLM’s answer with the follow-
ing prompt:

In the above Text, which
senator is described to be more
likely to support gun control:
[senator 1] ([senator 1 party
abbrev]-[senator 1 state abbrev])
or [senator 2] ([senator 2
party abbrev]-[senator 2 state
abbrev])? If one senator is
described as being less likely
to support gun control, return

the name of the other senator.
If one senator is described as
more likely to support gun rights,
return the name of the other
senator. If neither senator
is described to be more likely
to support gun control, neither
senator is described to be less
likely to support gun rights,
neither senator is less likely
to support gun control, or
neither senator is more likely to
support gun rights, reply with
“Tie.” Return only the full
name without party affiliation
or state information. Ignore
any language about viewpoints
changing.

A.3.3 Abortion Rights LaMP Scores
We concatenate the LLM’s answer with the follow-
ing prompt for comparisons between Democratic
senators or comparisons between a Democratic sen-
ator and a Republican senator in order to obtain the
name of the senator who is more pro-choice in each
matchup:

In the above Text, which
senator is described to be
more pro-choice: [senator
1] ([senator 1 party
abbrev]-[senator 1 state abbrev])
or [senator 2] ([senator 2
party abbrev]-[senator 2 state
abbrev])? If one senator is
described to be less pro-choice,
return the name of the other
senator. If one senator is
described to be more pro-life,
return the name of the other
senator. Ignore any language
about viewpoints changing.
Return only the full name
without party affiliation or
state information. If both
senators are described to be
equally pro-choice, reply with
“Tie.”

For matchups between Republican senators, the
following prompt is used to extract the name of the
senator who was more pro-life from the model’s
output:



In the above Text, which
senator is described to be more
pro-life: [senator 1] ([senator
1 party abbrev]-[senator 1 state
abbrev]) or [senator 2] ([senator
2 party abbrev]-[senator 2
state abbrev])? If one
senator is described to be less
pro-life, return the name of
the other senator. If one
senator is described to be more
pro-choice, return the name of
the other senator. Ignore
any language about viewpoints
changing. Return only the full
name without party affiliation
or state information. If both
senators are described to be
equally pro-life, reply with
“Tie.”

A.4 Correlations in LaMP Scores Across
Iterations

We ran the entire set of pairwise comparisons
across all senators three times. We looked at the
correlations of the LaMP scores estimated using
each individual iteration.

A.4.1 Ideology LaMP Scores
Table 4 reports the lowest correlation between any
two Ideology LaMP scores estimated using each
iteration. The results indicate that the estimated
Ideology LaMP scores highly correlate between
repeated iterations. Again, we find that the largest
LLM has the most consistent scores both within
and across parties.

Model Party Lowest ρ
GPT-3.5 All 0.997
GPT-3.5 Democratic 0.982
GPT-3.5 Republican 0.972

Llama 2 13B All 0.988
Llama 2 13B Democratic 0.922
Llama 2 13B Republican 0.891
Llama 2 7B All 0.988
Llama 2 7B Democratic 0.938
Llama 2 7B Republican 0.933

Table 4: Lowest Pearson correlation coefficient between
any two iterations for Ideology LaMP scores, broken
down by model and party.

A.4.2 Gun Control LaMP Scores
Table 5 reports the lowest correlation between any
two Gun Control LaMP scores estimated using
each iteration. Similarly, the results indicate that
the estimated Gun Control LaMP scores highly
correlate between repeated iterations. Moreover,
we again find that the largest LLM has the most
consistent scores both within and across parties.

Model Party Lowest ρ
GPT-3.5 All 0.993
GPT-3.5 Democratic 0.970
GPT-3.5 Republican 0.951

Llama 2 13B All 0.985
Llama 2 13B Democratic 0.922
Llama 2 13B Republican 0.826
Llama 2 7B All 0.979
Llama 2 7B Democratic 0.917
Llama 2 7B Republican 0.814

Table 5: Lowest Pearson correlation coefficient between
any two iterations for Gun Control LaMP scores, broken
down by model and party.

A.4.3 Abortion Rights LaMP Scores
Table 6 reports the lowest correlation between any
two Abortion Rights LaMP scores estimated us-
ing each iteration. Similar to the previous two
measures, the results indicate that the estimated
Abortion Rights LaMP scores highly correlate be-
tween repeated iterations. Moreover, we again find
that the largest LLM has the most consistent scores
both within and across parties.

Model Party Lowest ρ
GPT-3.5 All 0.996
GPT-3.5 Democratic 0.968
GPT-3.5 Republican 0.952

Llama 2 13B All 0.990
Llama 2 13B Democratic 0.938
Llama 2 13B Republican 0.931
Llama 2 7B All 0.986
Llama 2 7B Democratic 0.936
Llama 2 7B Republican 0.936

Table 6: Lowest Pearson correlation coefficient between
any two iterations for Abortion Rights LaMP scores,
broken down by model and party.

A.5 Llama-Based Ideology LaMP Scores
Figure 5 shows the Ideology LaMP scores of sen-
ators estimated using Llama 2 13B, and Figure 6



shows the Ideology LaMP scores of senators esti-
mated using Llama 2 7B.

A.6 Ideology LaMP Scores: Partial
Correlations

Table 7 shows the partial correlations between Ide-
ology LaMP scores and DW-NOMINATE, per-
ceived ideology scores, and CFscores. For each
cell, the partial correlation between the Ideology
LaMP scores and the measure in the column title is
calculated controlling for the other two measures
of ideology. P-values are calculated using the t-
statistic described in Kim (2015).

The partial correlations suggest that no single
measure of ideology fully explains Ideology LaMP
scores. Instead, the results indicate that Ideology
LaMP scores reflect a measure of ideology based
on both behaviors and perceptions of the senators.
This interpretation holds when we look at the par-
tial correlations across all senators, Democratic
senators, and Republican senators, except for the
partial correlation between Ideology LaMP scores
and CFscores among Republican senators. We find
that these patterns hold across the three different
LLMs, although many of the partial correlations
are not significant when using Llama 2 7B.

A.7 Llama-Based Gun Control LaMP Scores
Figure 7 shows the Gun Control LaMP scores of
senators estimated using Llama 2 13B, and Figure
8 shows the Gun Control LaMP scores of senators
estimated using Llama 2 7B.

A.8 GPT-3.5-Based Gun Control LaMP
Scores Better Predict NRA Grades

We compare the predictive power of Gun Con-
trol LaMP scores and DW-NOMINATE on NRA
grades. The NRA assigns grades using a set of
votes on motions, bills, and confirmations that are
related to gun rights or gun control in some way.
They also use public statements on the issue. We
use each senator’s most recent NRA grade up until
2020. We calculate the proportion of variance ex-
plained (R2) in NRA grades using a full model with
both predictors—Gun Control LaMP scores and
DW-NOMINATE—and two reduced models, each
with one predictor. Similar to the analysis with Ide-
ology LaMP scores, comparing the R2 values of
the full and reduced models reveals the explanatory
power lost when omitting either predictor.

We find that dropping the GPT-3.5-based Gun
Control LaMP scores from the full model leads

to R2 dropping 99% when the data is limited to
Republican senators, 41% when the data is limited
to Democratic senators, and 4% when including all
senators. In contrast, dropping DW-NOMINATE
reduces R2 by 29% for Republican senators, 18%
for Democratic senators, and 4% for all senators.
Partial F-tests do find significant differences when
comparing the full model with the reduced models
in all cases except when looking at just Democratic
senators: the partial F-test p-value when compar-
ing the full model to the reduced model with Gun
Control LaMP scores is 0.18, while the p-value
when comparing the full model to the reduced
model with DW-NOMINATE is 0.04. Although
all reduced models are significantly different ex-
cept when looking at just Democratic senators, the
reduction in R2 is always greater when we drop
Gun Control LaMP scores over DW-NOMINATE.

We find similar patterns with the Gun Control
LaMP scores estimated using Llama 2 13B: drop-
ping the Llama 2 13B-based Gun Control LaMP
scores from the full models leads to R2 dropping
99% when the data is limited to Republican sena-
tors, 38% when the data is limited to Democratic
senators, and 5% when including all senators. In
contrast, dropping DW-NOMINATE reduces R2

by 3% for Republican senators, 26% for Demo-
cratic senators, and 4% for all senators. The re-
sults, however, do not hold if we use Llama 2 7B.
For Democratic senators and across all senators,
R2 falls more if we drop DW-NOMINATE from
the full model compared to dropping Gun Control
LaMP scores, indicating that DW-NOMINATE is
more predictive in this case. When looking at just
Republican senators, R2 still falls more if we drop
Gun Control LaMP scores: R2 falls by 99% when
dropping Gun Control LaMP scores from the full
model compared to R2 falling by 9% when drop-
ping DW-NOMINATE from the full model. Again,
this indicates that smaller LLMs do not capture
many of the nuances of lawmakers’ issue positions
compared to larger LLMs.

A.9 Abortion Rights LaMP Scores

We estimate the Abortion Rights LaMP scores us-
ing the prompts described in Section A.2.

A.9.1 Abortion Rights LaMP scores differ
from Ideology LaMP scores

The Abortion Rights LaMP scores of all senators
estimated using GPT-3.5, Llama 2 13B, and Llama
2 7B are illustrated in Figures 9, 10, and 11, re-



Figure 5: Ideology LaMP scores of senators estimated using Llama 2 13B with 95% confidence intervals based on
quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

Figure 6: Ideology LaMP scores of senators estimated using Llama 2 7B with 95% confidence intervals based on
quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

spectively. On this scale, the likelihood of senators
supporting abortion rights increases from left to
right.

As noted in Section 4, there is face validity
with these scores. For example, it correctly sep-
arates the moderately pro-choice Republicans, Lisa
Murkowski and Susan Collins. They are the
only Republicans who describe themselves as pro-
choice, although they often vote to confirm pro-life
nominees. It also correctly separates Bob Casey
and Joe Manchin, who self-describe themselves as

pro-life and are endorsed by the Democrats for Life
of America, a PAC that seeks to elect anti-abortion
Democratic candidates. However, Abortion Rights
LaMP scores estimated using the Llama 2 models
do not capture these patterns. Scores estimated us-
ing Llama 2 7B incorrectly identify Lamar Alexan-
der as the Republican senator with the most pro-
choice stance—he was endorsed by the National
Right to Life Committee—and scores estimated
using Llama 2 13B find perfect separation between
the two parties.



Party Model NOMINATE Perceived Ideology CFscores
All GPT-3.5 0.44∗∗∗ 0.62∗∗∗ 0.30∗∗

All Llama 2 13B 0.46∗∗∗ 0.28∗∗ 0.34∗∗

All Llama 2 7B 0.19 0.29∗∗ 0.30∗∗

Dems GPT-3.5 0.58∗∗∗ 0.59∗∗∗ 0.33∗

Dems Llama 2 13B 0.55∗∗∗ 0.30∗ 0.45∗∗

Dems Llama 2 7B 0.31∗ 0.32∗ 0.31∗

GOP GPT-3.5 0.47∗∗ 0.68∗∗∗ −0.36∗

GOP Llama 2 13B 0.53∗∗∗ 0.17 −0.23
GOP Llama 2 7B 0.16 0.23 −0.17

Note: ∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05

Table 7: Partial correlations between Ideology LaMP scores estimated using different LLMs and DW-NOMINATE,
perceived ideology scores, and CFscores. Each cell shows the partial correlations between Ideology LaMP scores
and the measure in the column title, controlling for the other two measures of ideology. P-values are calculated
using the t-statistic described in Kim (2015).

Figure 7: Gun Control LaMP scores of senators estimated using Llama 2 13B with 95% confidence intervals based
on quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

A.9.2 Abortion Rights LaMP scores estimated
using GPT-3.5 better predict NARAL
grades than DW-NOMINATE

We compare the predictive power of Abortion
Rights LaMP scores and DW-NOMINATE on
NARAL Pro-Choice America grades. NARAL
assigns these grades using a set of votes on mo-
tions, bills, and confirmations that are related to
abortion rights in some way. We used the NARAL
grades from 2021. We calculate the proportion of
variance explained (R2) in NARAL grades using a
full model with both predictors—Abortion Rights
LaMP scores and DW-NOMINATE—and two re-
duced models, each with only one predictor. Again,

comparing the R2 values of the full and reduced
models reveals the explanatory power lost when
omitting either predictor.

We find that when we drop Abortion Rights
LaMP scores estimated using GPT-3.5 from the full
model, R2 drops 55% when the data is limited to
Republican senators, 58% when the data is limited
to Democratic senators, and 4% when including all
senators. In contrast, dropping DW-NOMINATE
reduces R2 by only 9% for Republican senators,
3% for Democratic senators, and 2% for all sen-
ators. Partial F-tests, again, confirm these results.
For Republican senators, the partial F-test shows
no significant difference when comparing the full
model to the reduced model with Abortion Rights



Figure 8: Gun Control LaMP scores of senators estimated using Llama 2 7B with 95% confidence intervals based
on quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

Figure 9: Abortion Rights LaMP scores of senators estimated using GPT-3.5 with 95% confidence intervals based
on quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

LaMP scores (p = 0.10) and a significant differ-
ence when comparing the full model to the reduced
model with DW-NOMINATE (p = 0.0001). Like-
wise, for Democratic senators, the partial F-test
shows no significant difference when comparing
the full model to the reduced model with Abortion
Rights LaMP scores (p = 0.43) and a significant
difference when comparing the full model to the
reduced model with DW-NOMINATE (p = 0.002).
Across all senators, the partial F-tests show signif-
icant differences when comparing the full model

to the reduced models for both Abortion Rights
LaMP scores and DW-NOMINATE (p < .0001).

These results, however, do not hold up when
estimating the Abortion Rights LaMP scores us-
ing the Llama 2 models. With these scores, DW-
NOMINATE is a stronger predictor of NARAL
grades than the Llama-based Abortion Rights
LaMP scores. This finding is consistent with the
findings from the rest of the paper: smaller models
yield scores that have less explanatory power and
less nuance.



Figure 10: Abortion Rights LaMP scores of senators estimated using Llama 2 13B with 95% confidence intervals
based on quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

Figure 11: Abortion Rights LaMP scores of senators estimated using Llama 2 7B with 95% confidence intervals
based on quasi-standard errors. Democrats are in blue, Republicans are in red, and Independents are in green.

A.9.3 Entropy of Abortion Rights LaMP
Scores

Figure 12 plots the entropy of each pairwise com-
parison using the three LLMs against the differ-
ence in Abortion Rights LaMP scores within each
pairwise comparison. Again, we find that as the
difference in Abortion Rights LaMP scores in-
creases within each pairwise comparison, entropy
decreases for all LLMs. Comparing the entropy
across LLMs, we find that the entropy’s rate of

decrease is slower as the model size decreases.

A.10 Datasets and License Information

We used three liberal-conservative ideology
datasets to evaluate Ideology LaMP scores.
DW-NOMINATE data can be downloaded from
https://www.voteview.com/. The website itself
is under an MIT License; it is unclear what is
the dataset’s license. The perceived ideology
scores dataset can be downloaded from https:
//dataverse.harvard.edu/dataset.xhtml?

https://www.voteview.com/
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/MGJBON
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/MGJBON


Figure 12: Entropy of abortion rights pairwise compar-
isons across the three LLMs.

persistentId=doi:10.7910/DVN/MGJBON and
is under a CC0 1.0 license. CFscores can be down-
loaded from https://data.stanford.edu/dime
and is under an ODC-BY 1.0 license. None of
these datasets had specified intended uses, and
none of this data contains identifying information
except for public figures (in this case, American
politicians at the federal level).

NRA grades were obtained from
https://justfacts.votesmart.org/,
which in turn, took its data from the
NRA. NARAL grades were obtained from
https://reproductivefreedomforall.org/
resources/congressional-records/. Both
sites have language allowing the use of their
content for non-commercial purposes. Using this
data also constitutes fair use. Votes on legislation
are from the public record.

A.10.1 Perceived Ideology Scores
The perceived ideology scores dataset from Hop-
kins and Noel (2022) included pairwise compar-
isons of senators of the 117th Congress conducted
in a YouGov survey in April 2021. Hopkins and
Noel (2022) had 1,110 activists answer these pair-
wise comparisons; they then scaled the activists’
answers using the Bradley-Terry model. The 11
senators who retired or did not secure a new term
at the end of the 116th Congress were not included
in their survey.

A.10.2 Campaign Finance Scores (CFscores)
We used each senator’s latest CFscore; the
Database on Ideology, Money in Politics, and Elec-
tions have estimated CFscores up to the 2018 elec-
tion cycle (Bonica, 2016). We looked at the recip-
ient CFScore for each senator, which is the esti-

mated ideology of the senator based on donations
received. Tammy Baldwin, Mark Kelly, and Kelly
Loeffler are missing recipient CFscores.

A.11 Computational Resources Used
We defined “one set of pairwise comparisons” as
the set of pairwise comparisons across all senators.
In the paper, we had three sets of pairwise compar-
isons for all models for each scale (ideology, gun
control, and abortion rights). For the Llama mod-
els, we used one A100 GPU. It took approximately
60 minutes to iterate through one set of pairwise
comparisons with Llama 2 7B, and it took approx-
imately 150 minutes to iterate through one set of
pairwise comparisons with Llama 2 13B. It was
approximately $5 (at most) to iterate through one
set of pairwise comparisons using GPT-3.5-turbo
with OpenAI’s latest pricing. It was approximately
$3 (again, at most) to extract the answers from the
text using GPT-3.5-turbo.

For GPT-3.5, we used the OpenAI API. For the
Llama models, we used the Hugging Face trans-
formers package (Wolf et al., 2020).

https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/MGJBON
https://data.stanford.edu/dime
https://justfacts.votesmart.org/
https://reproductivefreedomforall.org/resources/congressional-records/
https://reproductivefreedomforall.org/resources/congressional-records/
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